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Multiple-species model for electrokinetic instability
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In this paper we present a multiple-species electrokinetic instabM&EKI) model. We consider

a high aspect ratio flow geometry, a base state where the conductivity gradient is orthogonal to the
applied electric fieldi.e., a spanwise gradient configuratipand a four-species chemistry model.

A linear stability analysis(LSA) of the depth-averaged governing equations is shown to have
unstable eigenmodes for conductivity ratios as close to unity as 1.01. We present the experimental
image data and full nonlinear simulations of the governing equations for a conductivity ratio of 1.05.
Images of the disturbance dye field from the nonlinear simulations show good qualitative agreement
with the experiment. Both the trend and absolute value of the temporal evolution of the critical wave
number are captured by the MSEKI model. Growth rates extracted from the experimental data also
compare favorably with those predicted by LSA. Species electromigration is shown to have a
significant influence on the development of the conductivity field and instability dynamics in
multi-ion configurations. We anticipate this model to be of practical interest to researchers
developing electrokinetically driven, chip-based bioanalytical device20@5 American Institute

of Physics[DOI: 10.1063/1.1931727

I. INTRODUCTION tion that neglects conductivity transport by diffusion. As a
result, their analysis showed their system to be uncondition-
The past decade has witnessed a rapid advancement éfly unstable for a wide range of investigated electric field
the development of chip-based microfluidic devices com-strengths and conductivity ratios. It was later shown by Bay-
monly referred to as micro-total analysis systémisMany gents and Baldessari that including the diffusive transport
of these devices apply electrokinetic liquid-phase, bioanalytiterm in the conductivity equation resulted in a conditionally
cal techniques including capillary electrophoresis and isostable system, albeit they analyzed a configuration with an
electric focusing, and often manipulate samples havingxial conductivity gradient.
poorly characterized or unknown electrical conductivities. As  Since the first reported observation of electrokinetic in-
a result, conductivity mismatches often occur between thetability (EKI) in an electrokinetic microsystem by Oday
sample/reagent species and the background electrolyte. Coat. in 20018 there has been renewed interest in the develop-
ductivity mismatches in the presence of applied electrioment of more accurate models for predicting threshold con-
fields can under certain conditions generate an unstable flowitions for instability onset as well as other flow features
field. Although desirable for rapid-mixing applications, theseincluding coherent wave structures and mixing rate. Céien
instabilities are often unwanted in applications such asil. and Lin et al. showed that a generalized EHD modeling
sample injection, separation, and controlled diffusion-limitedframework can be used to describe both low-conductivity,
reaction processes where it is desirable to minimize samplgondiffuse charge dynamics of classical EHD, and the more
dispersion. This motivates research toward a better underecently reported flow instabilities of high-conductivity elec-
standing of the conditions necessary for the onset of instabiltrolyte electrokinetic microsystenis® To date, models have
ity. used simple two-ion formulations consisting of a symmetric,
Instabilities occurring from the interaction of electric binary electrolyte(SBE) to derive a transport equation for
fields and conductivity gradients in so-called “leaky dielec-the conductivity, as part of a so-called Ohmic conduction
tric” liquid media have been observed since the 1960s.model for ion transport.
Hoburg and Melcher published a seminal paper on electro- Lin et al. analyzed the temporal stability properties of
hydrodynamic(EHD) instabilities observed for an electric the two-ion SBE model, comprising the conductivity trans-
potential applied transverse to a conductivity gradient in gort equation along with the conservation of momentum and
flow cell which created an interface of ionically doped andelectromigration current. They show that the model provides
undoped corn oif. Their work showed that the interaction of good qualitative and fair quantitative agreement with regard
an applied field and conductivity gradients generates region® the threshold electric field and critical wave number for a
of net charge in this low-conductivity (typically  conductivity ratioy=10. Lin et al. also presented nonlinear
107-107° uS/cm liquid system. Electric body forces im- simulations of their set of governing equations that capture
posed in liquid in these regions eventually lead to instability.the high Peclet number stirring events observed in experi-
Their model uses an unsteady conductivity transport equament. Cheret al. has shown the EKI to manifest itself con-
vectively as well, which has lead to a linear stability analysis
¥Electronic mail: oddy@stanford.edu of the two-ion SBE model in a convective framework. In
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their analysis, the EKI is modeled using a linearized, thin- Dv N e

layer limit of the Navier-Stokes equations coupled with con- Py =P9+ V - (T7+T9), ()
servation equations for electrical conductivity and current.

Their model reveals both convectively and absolutely unwherev and p represent the fluid velocity and density, re-
stable eigenmodes. More recently, Stoemyal.ll presented a spectively.T™ andT® represent the mechanical and electrical
depth-averaged version of the governing equations used Ltress tensors, >3

the Lin et al. model. Their depth-averaged model compared v I
favorably with a complete three-dimensional model for thin ~ T{'= (—' + —i) - &;p, (3)
channel geometries. 9% 9%
In this paper we present the following main contribution 1
to the modeling of EKI and other complex electrokinetic Tﬁ = eEiEj — z €0 Bk (4)

flow systems. We relax the Ohmic conduction assumptionyheree, p, and 8; represent the fluid permittivity, pressure,

the core assumption of the SBE model, by considering &nd Kronecker delta, respectively. Assuming constant viscos-
general multiple-species model that takes into account eleGry ,, Eq.(2) may be expressed as

tromigration as a transport mechanism for conductivity. This

general multi-ion model can be used to analyze either SBE Dv == Vp+uV+1,, (5)
or non-SBE systems. Here non-SBE systems refer to electro- Dt

lytes consisting of e|thc_er three or more 'ons or a binary Ioré/vherep represents the total pressure. The electrical forces
system with asymmetric transport properties. For non-SB

svstems. electromiaration is shown to exert a potentially si arising from electrostriction are neglected in the analysis of
Y3 ' omig S rap WY SlO,iq incompressible flow fielba.fe accounts for fluid stresses
nificant destabilizing or stabilizing mechanism depending on

o ; . . . arising from free chargg, and polarization due to gradients
the_ |!’1|t|al ion conflguratlon_. Thg physmal mgghanlsm de-in permittivity, and may be written as
scribing the role of electromigration in conductivity transport
and flow stability is discussed. fo=peE - %EZV €. (6)

Also presented here are a discussion and comparison cl):f t electrokinetic instabilit | deall ith el
stiff versus nonstiff formulations of the governing equations, or most electrokinetic Instability analyses dealing with elec-

and the role of in-plane viscous stresses in a shallow channgfcal conductivity gradients in the bulk, the electrical force

modeled using depth-averaged equations. We present boﬁjrle to polarization may be neglected relative to the electrical
linear stability analysi$LSA) and nonlinear simulation re- orce associated with free or induced charge. However, here

sults for periodic boundary conditions applicable to our ex-V€ include all terms for completeness.

periment and which show a temporal instability. At each h Helre n electrolytg system.;s. of !ntcfarest, hdlssocw_ttlhqn cr)]f
step, we compare the new multiple-species electrokinetic inte Sﬁ fste generates lons resulting in free charge within the
bulk.”™* The charge density is determined from summing

stability (MSEKI) model with results from the simpler SBE h ion_ distributi iated with all i
model. We also discuss the influence of inertia in EKI and"€ concentration distributions; assoclated with all ions

the assumption of electrokinetic slip versus stress-fre@"€sent in the system:
boundary conditions at the walls bounding the spanwise di- |, > 7¢.. (7)
mension of the channel. We begin with a formulation of the i ™

overning equations in the following section.
g geq g HereF denotes Faraday’s constant athe valence number

of the jth species. This charge distribution along with any
externally applied electric potentials generate an electric field
within the liquid that may be determined from Poisson’s
Il. THEORETICAL FORMULATION equation
. o V - (eE) = pe. )
Our aim in this section is to develop a set of scaled S ) ]
governing equations with appropriate boundary conditionsDistributions of individual species concentrations may be de-
In Sec. IV, these equations will be used for performing atermined from a species conservation equation of the form
one-dimensional1D) linear stability analysis and Sec. V D¢
presents a 2D nonlinear simulation of the equations. We be- 5+ vV -J,=0, 9
gin with the equations of motion.
where the molar fluxlcj accounts for species transport due to
A. Dimensional balance laws electromigration(for charged speci¢snd diffusion or

The flow field of an electrically conductive, incompress- Jo =FzuicE - KV ¢ (10)
ible liquid subject to an applied electric fielll may be de- :
termined from the following conservation of mass and mo-k; and; are, respectively, the molecular diffusivity and mo-
mentum equations: bility of the jth species. In Eq(9) we neglect species pro-
duction resulting from chemical reactions. The molecular
diffusivity may be related to the mobility through the
V.v=0, (1) Nernst—Einstein relation

Downloaded 14 Jun 2005 to 171.64.10.189. Redistribution subject to AIP license or copyright, see http://pof.aip.org/pof/copyright.jsp



064108-3 Multiple-species model Phys. Fluids 17, 064108 (2005)

z Dw AN dp
Re— = + Viw + E— 16
§4 Dt §4 +&—5 07 Pea (16
X Y where the Reynolds number is defined as Bgza/u and

u={u,v}. Since the electric field may be assumed to be irro-
tational, the electric field is represented as the gradient of a

2 scalar potential 0E=-V ¢. Poisson’s equation and the ex-
2L pression for charge density scale as
s
2a EVid+ 2 &pe, (17)

FIG. 1. Schematic of the rectangular cross-section microchannel geometry.
The length of the channel isL.2 while the spanwise and transverse direc- pPe= —2 Cj 0ZCj- (18)
tions are characterized by the width and depth B. i

The nondimensional forms of the species conservation equa-

tions are
KJ = RTV]', (11) (920
. . fz q §2VhCJ _l
whereR is the universal gas constant amds the absolute Dt 7
temperature. o ad
Finally, the electrical conductivityr of the bulk liquid +xi| €V - (Vo) + g—(q—)] (19
may be expressed in terms of the mobilities of the ions dgz\ "oz
present or where Pe=U.a/k; represents the diffusive Peclet number
5 for the jth species. This scaling reveals another dimension-
o=F 2 ZJZVJCJ‘- (120 jess parametel; =(ze/kT.)Esa. Physically, x; represents
i

the ratio of the applied voltage to the thermal voltage of the
It is convenient to express the conductivity in terms of molarPulk liquid associated with the diffusion of ions. Finally, the

conductivitiesA | as electrical and molar conductivity may be expressed in non-
dimensional form as
o=, Ac, 13
; iCi (13) o= E G (20

—2
whereA;=F?Zv. The horizontal Laplacian operator in thg plane is defined

2 (2] 9524 2] 52
B. Scaling as Vi = (0°/ ax=+ °1 dy?).
The following reference scales are chosen to nondimenC. Asymptotic expansions and depth averaging

sionalize the governing equations: Assuming that each variable may be expanded with

[xyl=a, [Z=b, [up]=Uy, [W]=¢eUe, respect to the aspect rapasf=fo+¢fy+ &M+, we may
simplify the equation set to include only the leading order
terms™ The resulting leading order terms are subsequently

[tI=a/Ue, [¢1=Ecd, [pel = peo= €Eda, depth averaged using the operation f%2dz to eliminate
the z dependence of the governing equations, yielding a set
[o]=0, [p]=e€E2 [ci]=Cjo=0d/Aj, of two-dimensional equations.

. ) e We shall consider homogeneous Neumann boundary
where the electroviscous velocity I8e,=€Eca¢™/n and & conditions for the transverse velocity, electric potential, and
=b/a represents the depth to width aspect ratio. The Cha””%'pecies concentration at the transverse bounzagyl;
geometry under consideration is shown in FigEl.and o,

denote the applied electric fieldpplied potential divided by oW -0 (21)
2L) and mean conductivity at room temperature, respec- 0Z | ony
tively. For the remainder of this paper we shall assume that
all material properties are uniform constants. d

Using the reference scales listed above, the nondimen- "o | =0, (22)
sional mass and momentum conservation equations become =l

V.v=0, (14) - (23)

9Z [ zz11

2

>, Du oo OU
3 Re—=-Vhp+§VhU+E—Pth¢,

(15) Beginning with Poisson’s and the species conservation equa-
Dt

tions, we observe that, to leading ordes ¢(x,y,t) andc;
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=¢j(x,y,t), as a result of the no-flux boundary conditions atD. D(_epth-averaged equations and boundary
the channel walls. Consequently, to zeroth order the Poisconditions

son’'s and concentration equations become In summary, the depth-averaged governing equations are

V2= p, (24) shown below in nondimensional form,
D & Re% = V2w - 3w = Vppe X Vi (32
Ci - h e ’
P 1= Vig + Vi~ (Vb (29 Dt
Vﬁ¢+ w=0, (33

where the material derivative in they plane is defined as
Dy f/Dt=(df/dt+u-V,f).

The leading order terms in the horizontay plane mo- pq% =V + iV - (CVdb), (34)
mentum equation are Dt oA )

Pu V2= - (35)
2 = VP + Vg (26) h® = Pe,

with the following definition for the nondimensional charge
From the transversemomentum equation, we observe that density:
leading order pressure is independent of theoordinate.
Hence Eq.(26) may be directly integrated to yield

U=-2(Vhp+ peVhed) + Ueo, (27)

F
Pe= _2 Cj,onCj- (36)

) ) Equations(32)—(36) are solved in the domaif), subject to
whereUe,=-Vn¢/R, represents the dimensionless electroosyoyndary conditions defined di=a€). Appropriate bound-

i i — &2 i . .. . .
motic velocity andR,=-¢°E.a/{ denotes the ratio of elec- ary conditions for the vorticity/streamfunction equations are
troviscous to electroosmotic velocities. Equati@®V) as-  of the form

sumes that thé-potential is spatially uniform throughout the
channel, a good approximation for the small conductivity _ __fs
ratios considered heré&?’ y=9=
Using EQq.(27), the horizontal momentum equation may
be rewritten as oy
—n:h:Vr-t, (39

Vr -nds, (37)
S

Dpu
ERe-==Vip+ &Viu-3(u-Ue) = peVpop.  (28)
Dt where Vi denotes the velocity on the domain boundary.
We have chosen to retain the inertial and horizontal viscou&auation (37) is gsed to enforcg a mas;—flux c.ondltlor)
stress terms for completeness. Since these terms are both Bfough the domain boundary, while a no-slip or slip condi-
second order, the order of accuracy is not affected. In Sedion is enforced through E¢38). A stress-free condition may
IV, we shall show that maintaining the horizontal viscousP€ Used mitead of E(38) by, enforcing a vorticity-free con-
stress term plays an important role for damping high wavélition or ©=0. For Poisson's equation and the species con-
number disturbances. Finally, it can be shown from the transS€ntration equations, the appropriate boundary conditions are
verse momentum equation, Ed.6) with the boundary con- ©f Robin form
ditions given by Eq(21), that the leading order transverse agh+ByVnd N =0y, (39)
velocity component isv=0.

It is cor_wement to gllm_mate pressure _fro_r_n the momen- @6 G+ BeViGi -N = @ (40)
tum equations by switching from a primitive variables ) ] )
(u,v,p) approach to a vorticity/streamfunctiém, ) formu- For the remainder of this paper, we shall consider our
lation. Taking the curl of Eq(28), we arrive at expressions system to be periodic in the axial Rdirection. We therefore
for the fluid vorticity and streamfunction or only need to enforce boundary conditions in the spanwise or
b y direction. For our system we considered either slip or
& Re—1% = V2w~ 3w~ Vipe X Vi (29)  stress-free conditions,
Dt ’
. __1 99 (42)
Vay+w=0. (30 Y ly=s1 Ry OXlyeng
Here the streamfunctio is related to the fluid velocity as Wy=1=0. (42)
_19¢ 9y 31) The electrokinetic slip condition here is given by the electro-
ay' ay |’ osmotic velocity. To allow for a nonzero flow rate through
. . . . the domain, and enforce no penetration, we set
Lastly, a more detailed discussion on the asymptotic be-
havior of the SBE model is given by Liet al® #y=-1=0, (43)
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Py=r1 = Gu(1), (44) v.EL FAcan

Zj Cj .
GEO j

(52
whereg,(t) is given by
1 If we assume that the generated field is on the order of the
(D) = Ug(t)dy, 45 apphgd field(for an applled field on the order Qf 10 kVHm
9. (1 f_l o()dy 49 we discover thatAc, is of O(107" mol/m?). This suggests
that relatively large gradients in the electric field may be
whereu, denotes the zero-frequency component of the axiabenerated by nanomolar concentration differences, giving
velocity u. We begin with thex component of the momentum rise to the “stiff” nature of this system. For the difficulties

equation, Eq(29), associated with the time advancement of numerically stiff
equations, see, for example, Ref. 19. To circumvent this stiff-
Dpu Ip d¢ ness issue, the electric potential may under certain conditions

2 Re v __ 2P, 2y2, - _ _ o9 ) p y
&R Dt IX €Vhl = 3(U=Ued = pe ax’ (46) be determined from a current continuity statement rather

than directly from Poisson’s equation. These conditions are
The zero-frequency mode is determined by the modifiedliscussed below.

X-momentum equation A statement for current continuity may be derived by
summing the species conservation equations foy sfflecies
&2 Re<%+u au ‘o au ) resulting in a general charge conservation equation. The
ot X | o AR charge conservation equation in dimensional form is
o Dp,
— 202, _ _ _ - —re . =
=&Vilo 3(Ug Ueqo) Pe ax 0, (47) Dt +V ‘]pe 0, (53

where the subscript “0” denotes the zero-frequency compoXhere the charge density flu_is given as
nent. We note tha#p,/ 9x=0, since there is no applied pres- __ 22 _ .
sure gradient. If the electrokinetic slip condition, E41), is Ire El’ F ZJZVJCJ vé ; P21 V G- (54)

chosen, the appropriate boundary condition for &q) is
The first summation may be rewritten in terms of the more

1 d¢yg familiar bulk liquid electrical conductivity yielding
Uoly=r1 == — 7| (48)
v y=+1 JPe:_UV¢_2 FZjKjVCj, (55
while for the stress-free condition, EG2), the appropriate .
boundary condition is where the first term represents charge transport due to elec-
tromigration(conduction currentand the second due to mo-
dUg lecular diffusion(diffusion curren}.
— = (49 . . . .
Y |y=s1 Equation(53) may be nondimensionalized as
For the potential and concentration fields, homogeneous g%’% =&V (oVpo) - i<a(9_¢>
Neumann conditions are chosen: o.a Dt Jz\ 9z
1 1c;
J +> | &Vie + ——l>. 56
91 o, (50) ;XJ-(f“' £07 (56)
ay y=%1
The leading order terms in this equation are
e
— =0. (51) %,D_pe =V, . (¢V + EVZC- 57
9 ly=s1 o,a Dt " (0Vhb) ; X " (57

_ With an appropr_iate set of initial conditions, this system The first nondimensional parameted,,/o.a resulting

|hs wel [E)osed. deﬁ ptltetzht_he wetll po§edness ?[f tthe Sﬁ/St?T%f‘f}'ﬁom this scaling represents a ratio of the charge relaxation to
ave observe at this system 1s computationally SUll." 54y ection time scale. For our parameter regime of interest

The stiffness of this system is due to the poor scaling o his term is of the order of magnitud®(10™5) at most and

Poisson’s equation and the definition of the charge density. IQ/e shall therefore neglect it. The second parametgy tefp-
the following section we address this stiffness issue and dq"esents the ratio of diffusive to conductive current, which

fve a nonsitiff for.mulauo_n. of Fhe governing equations 10 g, appeared in the individual species conservation equa-
mltlgate.computatlonal dlfflcultles gssouated with this stiff tions. The order of magnitude of this parameter is estimated
formulation of the governing equations. to be O(1073). Despite the small order of magnitude of this
term, the diffusive current becomes important for high wave
number disturbances as will be shown in Sec. IV. We shall
This stiffness may be observed by considering the foltherefore retain this term. The charge conservation equation
lowing dimensionless form of Poisson’s equation; reduces to a current conservation equation of the form

E. Stiff versus nonstiff formulations
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1_, lent ion pair. Note that, although the KCI aB solutes
Vi (0Vn) + 2 ;thj =0. (58) each form symmetric electrolyte pairs, the four-ion system
A considered here is strongly asymmetfiesulting in strong
We will refer to Eqs.(32)—(36) as the stiff(S) set, while  gradients in ion mobility. This is due to the significant dif-
the same set of equations with E¢®0) and(58) substituted ference in mobility and diffusivity ofAB versus KCI ions,
for Eq. (36) represents the nonstiffNon-S) set. Finally we and is a reason for considering a four-ion model. We esti-
note for the NorS set, Poisson’s equation is only used to mated the effective diffusivity of this pair from image data of
relate the charge density to the potential, while the potentiathe molecular diffusion of an initial sharp interfa¢iea the
itself is determined from the current continuity expressionabsence of an electric figlénd related diffusivity to mobil-
[Eg. (58)]. We also observe that while the charge density isity using the Nernst-Einstein relation. Diffusivity and mobil-
small, assuming strict electroneutralifye., zero charge den- ity values are given in the experimental setup section below.
sity throughoutwould be incorrect. The deviation from elec-
troneutrality provides the source of coupling between thdV. LINEAR STABILITY ANALYSIS
concentration, applied electric, and flow fields, ultimately re-

N . In the experiment, th nwi radient i lel t
sulting in the rich phenomena we observe. e experiment, the spanwise gradient is solely due to

the presence of the dye-dextran conjugate ions. Although the

resulting conductivity ratio is smalbn the order of 1.0 a

IIl. CHEMISTRY MODEL linear stability analysis suggests this slight gradient is in fact

) ] significant and can destabilize the flow and dominate mass

~ The electrolyte chemistry of our experiments warrantSyansport. We present here a one-dimensional linear stability

discussion. As mentioned above, the dissociation of SO'“t‘énaIysis on theS equation set and consider the case of a

molecules, typically salts or other strong electrolytes, progyeamuise applied electric field and a spanwise conductivity

duces free charge within the bulk solvent. It is very difficult gradient.

to account for all sources of ions in our electrolyeg., In accordance with standard linear stability analyses, we

including impurity ions, buffer ions, and carbonic acid ions pegin by expanding each unknown in terms of its base state
resulting from water and carbon dioxide reactiprso we . o . Iy
fand a perturbation of vanishing amplitude f¢x,t) =f(x,t)

hall consider only the major rces. Th Ik electri . . .
shall consider only the major sources e bulk elect Ca+f’(x,t).21 The resulting equations are subsequently linear-

ivity of liqui il i i hlo- . - X ; :
conductivity of our liquid was tailored using potassium chio ized yielding a system of disturbance equations. We consider

ride, while scalar flow visualization was accomplished by . . -
; . . a steady base state with only spanwise variation and assume
adding a dextran-rhodamine B conjug&tesugar molecule —

chemically conjugated to a fluorescent molecule—see a ddlormal modes of the formf(x,t)=f(y) +f(y)explikx+sy.
scription of the experimental setup belpwve were inter- Here the wave numbecis a real variable, while the eigen-
ested in visualizing mass transport associated with fluid adv@lues is complex(i.e., s=sg+is;, wherei denotes the unit
vection rather than molecular diffusion, so we chose a highimaginary number The real part ofs, ss, represents the
molecular weight(70 kDa dextran-conjugated form of the growth rate and the pr_lase speed of the d|s_turbance is denoted
rhodamine B fluorophore. While the rhodamine B dye mol-PY ~Si/k. The system is considered to be linearly unstable to
ecule is expected to be net neutral due to its zwitterionidnfinitesimal disturbances fagz>0. The normal mode ex-
structure®® we observed that adding a/M molar density ~ Pansion leads to an algebraic e|genvglue prpblem that is
of dextran-rhodamine B dye conjugate to the potassium chlos0lved for eactk and range of the nondimensional param-
ride solution consistently resulted in a slight increase, on th&ters of interest. . .

order of 1uS/cm, of the solution conductivity. After close  For the base state, we considered tHeakd CI ions to
consultation with the manufacturer, we conclude that thi?® uniformly distributed and th&" and B ions to have a
slight increase in ionic concentration is most likely a resultdistribution consistent with 95 s of diffusion time prior to the
of charged amine grogp on the dextran molecule. We 'Mitiation Qf the e_IeCtnc _f|eld. Thig\* _andB‘_ ion d|_str|b_ut|on_
therefore chose a simplified four-ion model to represent thigVas obtained using a simple one-dimensional diffusion simu-
system. In this model, we assume that the ions in largedfion with the profiles of Fig. 2 as an initial condition. The
abundance result from the full dissociation of potassiurﬁ”'“al 95 s period of diffusion is equal to the advection time

chloride of the liquid as it travels from the channel inlet to the view-
. - ing area of the experimerid s plus an additional 90 s of
KCl — K™+ CI". (59 diffusion prior to activation of the electric field. The final

Consistent with the experiment,'kand CT ions are assumed Pase-state distribution oA” and B™ ions is given by the
to be initially uniformly distributed throughout the field. Solution of the following equation:

Conductivity gradients in the field are due to the presence of Jc. é%c
the dextran-rhodamine B conjugate. We model the dextran- Pq;,[l = 521 (61)

rhodamine B conjugate as a molecdiB which dissociates
as follows: subject to homogeneous Neumann boundary conditions
AB— A* + B (60) a?j/ay|y=ﬂ:O._ Note, we have neglected the electromigration
terms here since the ion pairs are assumed to have equal
We make the simplest assumption regardiicand its coun-  diffusivities, so that a liquid junction potential is not ex-
terionB~, and assume that these form a symmetric, monovapected to develoff Moreover, the base-state applied electric
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Y A (-1 1 10° o]
- (y+1) (v+1)
0
0.5 - g 1J
o 10*} /
0 | > .1
0 C C C. 0

A ke \/
FIG. 2. Base-state concentration profiles of four-ion model. At the start of 3
the process, the concentration of KCl ions is uniform. The initial distribution 10 5" 1'0 1'5 2'0 2'5 ”
of A* andB™ ions is the end-state of a simple 95 s diffusion of the initial s
Heaviside distribution. This preliminary diffusion of the boundary results in
an interface width of =410 um for the A* and B~ concentration
distributions.

FIG. 3. Contour plot of growth rate as a function of the applied electric field
and wave number shown for a conductivity ratioyef1.05. Contour values
are in units of s'. The critical wave number increases with increasing elec-
tric field strength.

field is directed along the streamwise direction. For the re-
maining base-state variablesy=—(1/R,)(d¢/dx), and

dg/dx:—l. The linearized set of disturbance equations for Iy _ K(}s (70
the stiff system are ay y:ﬂ‘ R,
. .. dpap
& Re(si + ikud) = V20 - 30 + d—‘:&—pe , 62 2and
Y &)y:tl =0. (71)
Vﬁ;ﬂ+ =0 (63) We solved the system using a pseudospectralloca-

tion) method®** Eigenvalue convergence was obtained us-
- N ing 36 points and confirmed using a 72 point expansion. This
Vhd=- (64) : .

h Pe: system is found to be linearly unstable for our parameter
range of interest. Figure 3 shows a contour plot of growth
rate as a function of wave number. Unless otherwise speci-
fied, the base-state conductivity ratio was 1.05, the arithmetic

) mean conductivity of the two streams was 25/cm, and

Pq(s&i +iKUg; - ikdd—?l&/>

i (65) the diffuse interface was roughly 416m wide. Other pa-
dy gy  dx’

rameter values can be found in Table I. The slip boundary
condition[Eqg. (70)] was used unless otherwise noted. Typi-
cal eigenmodes for some of the disturbance variables are

. _F R
Pe=—2 Cj 0ZiC;- (66)
Peo |

Dirichlet boundary CODdItIOﬂS Wer_e implemented for the dis-rag £ |. Table of geometric and material parameters used in the linear
turbance streamfunction along with homogeneous Neumangiability analysis and nonlinear simulatioqsless otherwise notgd
boundary conditions for the disturbance potential and con

centration, Symbol Description Value
~ a Channel half-width 0B-3m
Py=21=0, (67) b Channel half depth 0B5-4 m
R p Density IE3 kg/m?
dd _ % Absolute viscosity E-3 kg/ms
ay _— =0, (68) € Permittivity 6.E-10 C/Vm
I4 Zeta potential -8B-2V
P T Absolute temperature 300 K
— =0. (69) z lon valence number {+1, -1, +1, -3
Y | yesa {A*BK*.CI'}
The slip and stress-free conditions for the perturbation vari- {'j’\’liglfﬂ;‘f"é'% (BE-11, &-11, -9, -9} m/s

ables become
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FIG. 5. Contour plot of growth rate as a function of applied electric field

E 0 \\\\‘ and wave number for the two-ion and four-ion models. The dotted and
g dashed lines show two-ion model results {&*, CI"} and{A*, B} binary
> electrolyte systems, respectively. The solid line shows results for the four-
ion model{A*, B~, K*, CI"}. The four-ion model predicts a critical field
-0.5 . . . strength approximately two orders of magnitude lower than either of the
e O+ &, _W)lexp(ikx) simple two-ion models.
0.5 T

y [mm]

0 N“‘ proximately equal mobilities. Second, the curves show that
the two-ion system is more stable for increased diffusivity
(i.e., as the diffusivity is changed from that of KCI AB).
-0.5 X . . This trend is in agreement with the observation that diffusion
0 ) 2 4 is a stabilizing effect while advection is destabilizihghird,
% [l in comparison to the two-ion models, the four-ion model

FIG. 4. (Color). Pseudocolor plots of typical eigenfunctions obtained from exhibits S|gn|f|cant grovvth rates at an applled electric field

the linear stability analysis, shown here fgr 1.05 anck=2. Superposed on ~ Strength approximately two orders of magnitude lower than
the streamfunction and charge density plots are the respective disturbanthe two-ion models. Lastly, the critical wave numbers for the

velocity and electric fields. low-range sg=0.1 s growth rate are approximately the
same for all models.

shown in Fig. 4. Superposed on the disturbance streamfunc-
tion and charge density plots are the disturbance velocity anc  1¢°
electric field components, respectively.

Next, we discuss various aspects of the model. We begir
by considering the differences between the current four-ion
model versus the simpler SBE two-ion model. Growth rate
contours as a function of applied field and wave number are—
plotted in Fig. 5 for the four-ion model and for two versions =
of the two-ion modelusing either K and CI' or A* andB"~ <10t
as binary mixtures The two-ionAB model simply neglects
the presence of KCI and uses the inithB ion distribution
shown in Fig. 3. The two-ion KCI model neglects the pres-
ence of theAB ions and assumes an initial distribution for

E

oo VX0 =0,Re=0
KCI similar to that of theAB ions shown in Fig. 3. First, — — V2 #0, Re=0
either of the two-ion models clearly predicts more stable be- — VA #0, Re#0
havior than the four ion model. The highly asymmetric na- 10° . . . . '
ture of theAB and KCI, four-ion electrolytéand its associ- 0 5 10 le 20 % 30

ated spatial gradients in ion mobiltyclearly has a

destabilizing influence over symmetric binary electrolyteFIG. 6. Growth rate contours as a function of applied electric field and wave

systems. This is, for example, in contrast to the systems co _uznjb_er for _the three cases: viscous stress and !nertlal te_rms_neglected
: . 10 9 Vi©=0, Re=0, dotted ling viscous stress term retained and inertial term

sidered by Linet al.™ and Cheret al,” where the conduc- neglected(VZo+ 0, Re=0, dashed ling both viscous stress and inertial

tivity field was dominated by a single pair of ions with ap- terms retainedVio #0, Re+ 0, solid line.
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FIG. 7. Growth rate contour plot as a function of applied electric field andFIG. 8. Growth rate contours shown as a function of applied electric field
wave number for either slipEq. (65)] or stress-fred Eq. (66)] boundary and wave number, shown for the nonstiff with diffusion current neglected
conditions. The growth rate contours coincide nearly identically, indicating a(dotted, nonstiff with diffusion currentNon-S, dasheg and stiff (S, solid)
negligible difference between the boundary conditions. equation sets. Including the diffusion current in the nonstiff equation set
results in growth rates that coincide with those of the stiff equation set. By
comparison, excluding the diffusion current term in the nonstiff equation set

. . . . introduces error for high wave number disturbances.
We next explore the influence of the inertial and viscous

stress termgfirst terms on the left- and right-hand sides of

Eq. (62), respectively in the momentum/vorticity equations. First note that the contour associated with the nonstiff set
Figure 6 shows several growth rate contours as a function Qfjthout diffusive current deviates from the coinciding con-
applied electric field and wave number for three casesiours of the Nors and S cases, particularly at midrange to
Vho=0, Re=0 (viscous stress-free and inertia-iedho  high wave numbers. This indicates that retaining the diffu-
#0, Re=0 (viscous stress and inertia-fleeVi+#0, Re  sjon current term in the nonstiff equation set is vital to accu-
# 0 (viscous stress and inertidn V=0, Re=0, both vis- rately capturing the physics associated with the stiff set of
cous stress and inertia terms were neglected, while in thgqyations. Since the diffusion current term is proportional to
Viw#0, Re=0 case the viscous stress term was retained anfle |_aplacian of the concentration field, high-frequency fluc-
the inertial term neglected. Both the viscous stress and inefyations in the concentration field are preferentially damped
tial terms were retained in tH&fo# 0, Re# 0 case. We note rejative to disturbances characterized by large wavelengths.
from Fig. 6 that the growth rate contours associated withrhjs discrepancy, however, diminishes as the applied electric
Viw#0, Re=0 andviw # 0, Re# 0 coincide, indicating that  fie|d increases, since the ratio of the diffusive current to elec-

the system for our parameter range of interest. We also note

that for high wave numbers, neglecting the viscous stress
term (Vﬁ{u:O, Re=0 results in a lower applied field strength < 10"
necessary for a given growth rateelative to theVaw# 0, 4
Re=0 andV2@+#0, Re#0 casep The viscous stress term
exhibits a stabilizing influence on the high wave number
disturbances. The Laplacian associated with the viscous 335 -
stress term may be viewed as a mode-dependent smoothin
operator, which has negligible influence on low wave num-g
ber disturbances, but significantly damps high-frequencyZa
fluctuations of the velocity field. =
In Fig. 7, we explore the influence of the sfiaq. (70)]
versus stress-fre@Eqg. (71)] boundary conditions on the
LSA. The growth rate contours associated with the slip and 2.5
stress-free contours are observed to overlap for the paramete
regime shown. This indicates that both boundary conditions
have the same influence on the linear instability dynamics. ) )
We now explore any differences between the stiff versus 10° 10! 10
nonstiff system of equations. Figure 8 displays growth rate Y
contOl_Jrs for the f(_)llow!ng Fhree cases: nonsti _SyStem OfFIG. 9. Critical electric field vs conductivity ratio. Here the critical electric
equations, neglecting diffusion current, N8rinonstiff sys-

’ ) ) ' ) field is defined as the electric field strength associated with a growth rate
tem with diffusion current andS (stiff system of equations  s;=10 s and the critical wave number.

3 - -
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FIG. 11. (Color). Image sequence showing temporal evolution of the pre-
dicted disturbance dye field in Fig. 1(field strengths of 54.5 and
72.7 kV/m for the left and right columns, respectivelfhe size of each

{

=205 image corresponds to physical dimensions of 31 mn?. These distur-
bance distributions are in good qualitative agreement with the predictions of
the linear stability model.
1 =30s 1 =30s
[ P
V. TWO-DIMENSIONAL NONLINEAR SIMULATION
= d s T We solved the full nonlinear equations, using the N&n-
— (nonstiff) formulation of Eqs(32)—(35), (20), and(58). The
equations are solved using a pseudo-spectral collocation
b, method®?® The variables were expanded in the spanwise
t =50s t=50s . . . . . .
—— direction using Chebyshev polynomials and a Fourier series
in the streamwise direction. Time advancement was accom-
plished using the second-order Adams—Bashforth/backward

differentiation implicit scheme. 64 and 32 points in the

FIC_;. 10. (Color). Repr(_esentative_ image sequence from the nonl_inea_r simustreamwise and spanwise directions provided reasonable ac-
It?tlorl. The tiqlor map is proportlpnal to the summed concentration fields ofCuracy and computational time. To insure accuracy and vali-

e A" andB~ ions. The left and right columns are the results obtained from . . .
applied field strengths of 54.5 and 72.7 kV/m, respectively. Electroosmoticdate the codes, growth rates predicted by the simulation were
flow is from left to right and the size of the images correspond to physicaicompared with those predicted by the linear stability analysis
dimsensions of 3.1 mn?. Band-limited white noise with a magnitude of results(in all cases, these agreed to within about)4%
10°° relative to the initial mean concentration was added to the initial con- . T P
centration fields. In addition to the white noise, eigenfunctions associated | The boundary conditions qre _pe”_OdIC and_so itis cqnve-
with the k=12 mode were also added to the base state concentration field§i€nt to decompose the electric field into applied and distur-
with a relative magnitude of 16, bance fields as

E=-Vhp=e—Vhey, (72)

Figure 9 displays the dependence of the critical electriavhere the variables are shown in nondimensional form. Note
field as a function ofy. Here the critical electric field is that this decomposition slightly modifies Eq&82), (34),
defined as the electric field strength associated with a growtt85), and (58).
rate of 10 §' and the critical wave numbeia definition Following the discussion in Fig. 6 above, we chose to
which aids comparisons with experiment, as near-neutral stazeglect the inertial terms in the Navier—Stokes equations,
bility behavior is difficult to quantify experimentallyAs the  while retaining the in-plane viscous stress term. Similarly,
conductivity ratio increases, the critical field decreases, witHollowing the discussion in Fig. 7, we implemented a stress-
the critical field exhibiting strong dependence at low-free boundary condition rather than the slip-condition to in-
conductivity ratios and a weaker dependence at higher ratiosrease the speed of the computations. Implementation of the

Regarding the conductivity profile, we note that the lin- slip condition adds additional computational overhead as two
ear stability of the system depends only on the conductivitypboundary conditions are specified for the streamfunction
ratio rather than the mean conductivity. Lastly, we observeand none for the vorticity. This added complexity can
that the growth rate contours in Figs. 3 and 5-9 are indeperbe addressed using an influence matrix technique described
dent of the value of walll potential, provided that thg¢ by Peyre;f5 (again, at the expense of some additional com-
potential is uniform (or nearly s¢. Note that the low- putation.
conductivity ratio values of interest here result in nearly uni-  Figure 10 shows predictions of the evolution of the dye
form ¢ potentials. Changes in the absolute valug @ioten-  concentration field for two different applied field strengths.
tial influence only the phase speed of the disturbances.  The color map in each region corresponds to the summed
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Dyed Buffer

concentration of thé&* andB™ ions, ca+(X, ) +Cg-(X, 1). Dark High-Voltage
Inlet Port

red corresponds to the maximum summed concentration Electrode
while dark blue is a minimum summed concentration of

0 mol n3. The initial conditions of these simulations were ~ Undyed Buffer
the same as those of the base state of the linear stabilit nlet Port
analysis. To initialize the disturbance, band-limited white

noise was added to the concentration distributions. The  Acrylic Ground
maximum amplitude of the white noise did not exceed®10 Manifold Electrode
times the mean value of each base-state concentration fielZ Outlet
Note that even machine round-off error is enough to eventu- Y 7 Port
ally lead to instability. X )

For a zero base-state electroosmotic flow, the unstable
modes predicted by the LSA are symmetric complex conju-
gates(i.e., s, ,=Sg*is)), corresponding to either rightward or
leftward slanting cellgleftward slanting cells are shown in
Fig. 4). Assuming a uniform, nonzero electroosmotic base N
state, as reported here, simply results in a shift in the phase , _ _ _
speed of the disturbance, where the magnitude and directio%%‘ﬂlnz]' digg?gfé'igfnﬁgf |'§,§Zr,°$ﬂ,§”en|§'c§§§“ep's;2§ncgh?lnggl,'Tfml, Eye;"ffa

of the shift is equal to that of the base-state flow fitdde  undyed buffer solutions are introduced at their respective inlet port using a
Refs. 6 and 10 for further discussjorSeeding the initial syringe pump. The buffer solutions are advected through the microchannel
condition with only band-limited white noise, results in both forming a single stream with a spgnwise conductivity gradi_ent. Images were
leftward and rightward slanting modes, Corresponding to thé:]p!lect_ed at the center of the capillary as shown schematically in the mag-
ified inset.
complex conjugates predicted by the LSA, appearing in the
simulation. In our experiments, however, only leftward slant-
ing cells appear, as will be presented in Fig. 15. We therefore )
chose to preferentially excite the leftward slanting mode byand housed platinum electrodes. Dyed and undyed buffer
superposing &=12 eigenfunction to the band-limited white Solutions pumped through the capillary using a syringe pump
noise discussed above. This eigenfunction is observefPHD 2000, Harvard Apparatus, MAcompleted the electro-
experimentally and near the critical value predicted by thdytic cell. A 10 mM HEPES buffer(Sigma-Aldrich Corp,
LSA. The magnitude of this seedée 12 mode was again MO) solution was used as a background solution to ensure
less than 1 of the mean value of the concentration field. Uniform and steadyH. To aid flow visualization, a M
Initially the k=12 mode displays the fastest growth rate.Solution of dextran-rhodamine B dye conjugaiolecular
The growth rate for these cases was estimated from thBrobes, ORwas added to one of the buffer solutions. This
growth of the spanwise velocity component,sas 16.9 and electrically neutral, high-molecular weigt®0 kDg dye was
26.7 s, respectively, for the 54.5 and 72.7 kV/m cases.chosen to minimize both electrophoretic drift and molecular
These growth rate values are in excellent agreement with thigiffusion of the dye molecules during the experiments. For
linear stability analysis predictions of 16.8 and 25.7 for the 10 s duration of Fhe gxperlments, fluctuations Qf the im-
the k=12 mode. This agreement provides strong evidenc&ded dye concentration field are therefore predominantly as-
that the base state can be considered quasi-steady for tfgciated with stirring of the background liquid rather than
time scale of interest. After the initial exponential growth molecular diffusion. To increase the mean value of the flow
period predicted by the linear analysis, lower modes are ex8yStém’s ionic conductivity, the dyed and undyed solutions
cited, eventually leading to nonlinear stirring of the concen-Were doped with equal amounts of potassium chloride. The
tration fields. Images of the disturbance dye field shown if€Sulting conductivity ratio between solutions =~ was
Fig. 11 may be compared to the eigenfunctions presented ik05% 0.15 and the mean conductivity was 2S/cm. Cur-
the linear stability analysis section above. The disturbancent measurements conducted in a measurement cell of
dye field is calculated as followgcas(x,t)+cg-(x,t)] ~ Known geometry and at low applied voltagés avoid Joule
—[Ca+(X,0)+Ca-(X,0)]. heating were used to estimate the ionic conductivity. The
measured current was steady and reproducible in these con-
ductivity measurements, suggesting negligible Joule heating
influence on the measured conductivity values. Lastly, note
A. Microchannel setup that these dilute electrolytes can be assumed to have the per-

Figure 12 shows a schematic of the microchannel setqu'tt'V'ty and viscosity of pure water.
used in the present experiments. The setup consisted of
borosilicate glass capillaryWilmad Labglass, Buena, NJ
with a rectangular cross section having inner dimensions of Dye concentration fields were visualized using the sys-
1 mmx100um and a 40 mm length. The capillary wall tem shown in Fig. 13. The imaging system consisted of an
thickness was 10@m. Custom-built acrylic manifolds were epifluorescent microscop@likon TE 300 and a 4X objec-
sealed to the capillary ends using silicone adhesive; theséve with a numerical aperture of 0.2 and an effective depth
provided robust inlet and outlet ports to the microchannebf field of 12.5um. Illumination provided by a 100 W mer-

Acrylic
Manifold

VI. EXPERIMENTAL APPARATUS AND METHOD

@ Imaging and high-voltage system
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Apart from the initial capillary setup, the entire data col-

Electrode Electrode Amplifier Iect_ion procedure was _automated_uslmgavmw _to prevent
variation between individual experimental realizations due to
Acrylicﬂ II operatpr error. A realization consistgd of flushing the capil-
Manifold e Manifold  Syringe Pump lary with 32 ul of the buffered solutions at a flow rate of
Borosilicate @ 4x Objective — 12.8 ul/min. The pump was then deactivated and the solu-
Capillary (NA=0.2) Function Generator tion st.ream was allowed to diffuse for.90 S. 'The tqtal tlmg
Lens (0.6x) associated with these steps resulted in a diffuse interfacial
Filter NC_ / layer at the axial center of the capillary equal to about 40%
Cube I_’ of the capillary width. NextLABVIEW triggered the camera
} gaclgm function generator and sent a Heaviside voltage signal to the
He PRAALLLLLEE amplifier. The camera acquired a single frame for each in-
Lamp n Instrument coming pulse of the 10 Hz pulse train supplied by the func-
Control tion generator. The high-voltage amplifier amplified the

FIG. 13. Schematic of the experimental setup. The fluorescent dye field WabeaVISlde Slgnal 1000 fold. For all cases, VOItage and current

imaged using an inverted, epifluorescent microscope and a high-resolutioV€Ire recordedsimultaneously as images were recorded.
CCD camera. Instrument synchronization was achieved usingew. A

function generator ensured that images were taken at 10 frames per second.
The amplifier provided the high-voltage Heaviside signal. VIl. EXPERIMENTAL OBSERVATIONS

Image data

cury lamp was spectrally filtered using an optical filter cube Arepresentative set of images from experiment is shown
(XF 101-2 Omega Optical, Inc., Brattleboro, YWith peak in Fig. 14 for applied potentials of 3000 and 4000 V. Given

absorption and emission wavelengths of 525 and 565 nmthe electrode spacing of 55 mm, the applied field strengths

. ) . . . dre 54.5 and 72.7 kV/m. The potential of the high-voltage
respectively. To increase the field of view, a 8.@lemagni- . :
, . . ) ! LI electrode was raised nearly instantaneougkt16 us
fying lens was included in the optical train, resulting in an

overall magnification of 2.4. Image data were recorded us- re_mmp-up time, as per the slew rate of the amplfiat

. : t=0s.

ing a charge-coupled devid€CD) camera(CoolSnap X, Images were corrected using flat and dark field images
Roper Scientific Inc., AZ with 12 bit intensity resolution. 9 9 9

Individual camera pixels were binned to formx4 super according to the following formula: Cl=OI-DF/FF-DF,
) . . . : where Cl, Ol, DF, and FF represent the corrected, original,
pixels to increase signal-to-noise ratio and frame rate at th

expense of spatial resolution. The final binned dimensions (ﬁark-flelq, and flat-field Images, resp_ectlve!y. .

the super pixels were 26:826.8 um? in the image plane. . The_|mages_sho_vv an '“'“"’?”V. diffuse interface fchat_ IS

For the present experimental conditions, an exposure time OL%nlform.ln the axial d|re9t|on. W|th|n g;econ.d of application

15 ms for each frame proved sufficient for using the fuII.Of the high voltage, the mterfacg 'S V'S'bly. d|sturbeq and the

dynamic range of the camera. Camera control was achieveq 29¢° show a rgpeatable.spa_nal quctgann. The disturbance

usingVv++ imaging softwargDigital Optics Ltd., Auckland, grows nearly uniformly with .t|me until about 1.5 s, after

New Zealani| while camera frame rate was held at a Con_wh|ch.the growth raFe of the disturbance decreases and struc-
X . . tures in the scalar field simply propagate downstream.

stant ten frames per second using a function genetAtgir

lent 33120a Large potential differences of order 1-5 kV

were applied across the capillary using the high-voltage sysVIll. IMAGE ANALYSIS

tem shown in Fig. 13. The high-voltage system consisted of

a high-voltage amplifief10/10b, Trek Inc., NJcontrolled

using aLABVIEW -controlled DAQ cardNational Instruments

Inc.).

The diffusive Peclet number of our experiment is on the
order of 10, so that we may safely assume that rapid fluc-
tuations in the dye concentration field are associated with
stirring of the background liquid rather than molecular diffu-
sion. We therefore assume that buckling and stretching of the
diffuse interface between the dyed and undyed buffers
Prior to the introduction of the buffer solutions into the streams is a direct consequence of spanwise and transverse
capillary, a 100 mM sodium hydroxide solutid.6 ml at  fluid motions caused by the instability. Images of the distur-
80 wl/min) was flushed through the microchannel to preparebance dye field are shown in Fig. 15. The disturbance images
the surface for electroosmotic flow. The NaOH was thernwere computed from the corrected images ast)€ICI(t
flushed from the capillary with deionized watékr.6 ml at =0). The characteristic slanted features of the disturbance
40 pl/min). The syringes on the syringe pump were thanimages are qualitatively very similar to those predicted by
loaded with the dyed and undyed buffer solutions and conthe nonlinear simulations described in Sec. V. The initially
nected to the upstream manifold. Pressure-driven flowveak disturbance grows in intensity and in space, eventually
caused by the syringe pump resulted in a flow field wherespreading to more than half of the spanwise width of the
dyed and undyed buffer solutions were introduced into thechannel as predicted by the nonlinear model.
upper and lower halve®f the spanwise oy direction of Estimates of the critical wave number may be extracted
the microchannel, respectively. from the experiment images using an isointensity contour

C. Experimental procedure and image data collection
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FIG. 15. (Color). Image sequence from experiments showing temporal evo-
lution of the disturbance dye field calculated from corrected images as
CI(t)-ClI(t=0). Applied field strengths of 54.5 and 72.7 kV/m are shown.
1=20s Image dimensions arex3.1 mnf. The slanted cellular features of the dis-
turbed dye field are qualitatively very similar to those predicted by the
simulations in Fig. 11.

{
{

{
i

t=30s
electric fields, as expected. This critical val(medicted by

the LSA) can be compared to the maximum measured values
of 10.9+£0.9 and 11.5+0.8 for the 54.5 and 72.7 kV/m ex-
perimental data, respectively. The rapid drop of the critical
wave number and subsequent ardes decay evidenced in
the experiments is well captured by the simulations.

Finally, estimates of the growth rate were obtained from
the experimental images by analyzing the temporal growth
of the measured intensities associated with the disturbance
dye field. Figure 17 shows a plot of the ensemble-averaged

FIG. 14. (Color). Representative images of the fluorescent dye visualizationdisturbance intensity as a function of time for the two ap-
experiments. The left and right columns show results obtained for applied
field strengths of 54.5 and 72.7 kV/m, respectively. Image dimensions cor-
respond to X 3.1 mnt in physical space. A pseudocolor map has been used 14 . . T T
where dark red corresponds to a maximum dye concentration and dark blue
corresponds to zero dye concentration. The disturbance in the concentratio

———

t =40s t =40s

{

t =50s t=50s

|
]

A 54.5 kV/m (Exp)

field initially exhibits a high wave number 6£21.8 mm® (corresponding 12 penmeS] ---- 54.5 kV/m (Sim) 7]

to k=10.9 for the 54 kV/m case and 23.0 min(k=11.5 for the 72 kV/m i : W 72.7 kV/m (Exp)

case. After about 1.5 s, the dominant mode shifts to a lower wave number. 19 | ' 72.7kV/m (Sim) |
Y

method. This process was achieved as follows. First, high-,
spatial-frequency image noise was reduced by filtering the™ 6 |
image using a Wiener filter. Next, the isointensity contour
associated with the maximum spatial variation or amplitude 4 [
was computed from the filtered image. The power spectrum
of this contour was computed along with the power spectra 5 |
from ten immediately adjacent contours with intensities

spaced by a value of 5% of the maximum contour intensity. ¢
Prior to computing power spectra, frequency leakage was

reduced by multiplying the isointensity contour data with a

one-dimensional Hanning windo\along the axial direc- FiG. 16. Critical wave number as a function of time for experimental and
tion). The resulting 11 power spectra were than ensembleimulation data using an isointensity contour method. Both experimental
averaged. The critical wave number was determined directl%nd simulation data are shown for two electric field strengths. The experi-

t[sl

f he f ith the | bl ental data points are shown with error bars corresponding to 95% confi-
rom the frequency with the largest ensemble-average ence interval. Each experimental data point represents an ensemble of 9

power-spectral density. and 16 realizations for the 54.5 and 72.7 kV/m cases, respectively. The

The temporal evolution of the critical wave number is isointensity contour method was also applied to the simulation data. Single

shown in Fig 16 for both the experimental data and Simula_realizations are shown for the 54(8ashed and 72.7(solid) kV/m cases.
: The simulation data show the same general trends as the experimental data

tions. First, for times b_e_twe_en:O and ~1's, the model g the absolute values are in fairly good agreement. The initially high wave
clearly showed an amplification of the=12 mode for both  number disturbances decay into lower frequency modes as time progresses.
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FIG. 17. Measured disturbance intensity as a function of time. The distur
bance intensities represent the maximum absolute intensity of the distu

bance dye fields. The curves represent ensemble-averaged values with 9 an
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EZZLV
Dt i Pe

2 +§ g;-vh (CVhe). (73)

Equation(793) is valid for non-SBE systems or systems con-
sisting of three or more ions or binary systems with asym-
metric transport properties. In such systems, electromigration
often plays a significant role in the transport of conductivity.
Conductivity transport occurs through three mechanisms: ad-
vection, diffusion, and electromigration. As a result of elec-
tromigration, ions can “stack” or accumulate in regions of
conductivity gradient. This stacking generates conductivity
gradients greater than the initial conditiimase state This
fundamental destabilizing mechanism captured by the
MSEKI model accounts for the large deviation in the thresh-
old field conditions between the MSEKI and SBE models.

In contrast to the MSEKI model, a SBE system has
unique values fory and Pe(y;=—x,=x and Pe=P&=P#g,

rélgd the difference of two ions appears explicitly in the third

16 realizations for the 54.5 and 72.7 kV/m cases, respectively. Errorbarl€fMm Of EQ. (73) which reduces to(x/ Pevsh'[(Cz_Cl)E]-
reflect 95% confidence intervals. Growth rates are estimated from the maxHere, the electroneutrality approximat?éﬁ results in a

mum slope of the disturbance intensity.

plied fields. We define the disturbance intensity as the maxi-
mum absolute intensity of the disturbance dye field. The ini-

tial slope (t<~1 9 is roughly linear when plotted on a
logarithmic scale, suggesting an exponential dependence
predicted by the model. The slope of the exponential portio

of these curves provides an estimate of the growth rate. Thi

slope is=3.9+1.9 and 7.2+1.078 for the 54.5 kV/m and
72.7 kV/m cases, respectively. These values can be co

pared to the growth rates predicted by the linear stability

analysis of 16.8 and 25.7sfor the k=12 mode. The model
clearly overpredicts the initial growth rate by a factor of
~3—4. The reason for this discrepancy is unclear to us b
may be in part due to uncertainties in the diffusivity and
mobility of electrolyte ions, and the uncertainty in the con-
ductivity ratio. For example, for the 54.5 and 72.7 kV/m
cases and a slightly lower conductivity ratio of 1.01, the LSA
predicts values of 10.1 and 15.5'srespectively, for thek
=12 mode. For our experimentg=1.01 is well within our
uncertainty range for the conductivity ratig=1.05+0.13.

IX. PHYSICAL MECHANISM

In this section we address the instability mechanism re

n

u

symmetry condition of the form,; = c, and Eq.(73) reduces
to

DhO'_ 1

- =~ v,
Dt h

Pe 74
Fhis simplification is not allowed for systems with three or
rsnore ions or binary systems with asymmetric transport prop-
érties. For such systems, the electroneutrality approximation
implies that Z;z;c;~0. This net neutrality approximation
ay be met by, for example, arbitrary values of the ratio
¢,/ ¢y, and the concentration and mobility of all ions must be
considered. For example, consider the case of a binary elec-
tLLonte with asymmetric mobilities. For such system, the
third term of Eq.(73) reduces toVy,-[(q,—d;)E] whereg;
=|xjlcj/Pe, and the tern;zc; does not explicitly appear.

As shown in Eq.(74), conductivity in a SBE system
evolves due to bulk liquid advection and diffusion alone, and
increases of conductivity gradient above the initial condition
can be neglected. LSA results with and without the elec-
tromigration terms confirm the negligible influence of elec-
tromigration in governing conductivity transport in SBE sys-
tems(in accordance with the electroneutrality assumption

We now present a brief review of the accumulation of
charge mechanism common to both the MSEKI and SBE
models. We begin by considering a perturbed conductivity

sponsible for the reduced threshold field conditions in thdield comprises high- and low-conductivity electrolyte

current multiple species model, and compare this with thestreams occupying distinct half-widths of a channel as shown
earlier SBE model:"*We noted in Sec. IV that the thresh- in Fig. 18 (at the top and bottom half of each schematic,
old field conditions for they=1.05 system was reduced by respectively. As a result of an externally applied electric
approximately two orders of magnitude for the MSEKI field E, charge accumulates near the interface of the high-
model versus the SBE model. The main difference betweeand low-conductivity regions. The ion density responsible
the MSEKI and SBE models is the transport of conductivity.for the charge density, is small compared to background
The development of the conductivity field in SBE is strictly ions and net positive wher®,o-E<0 and net negative
due to advection and diffusion. In MSEKI, electromigration where V,,o-E>0. Charge accumulation is a direct conse-
plays a key role. guence of current conservation, from which the following

We can derive a conductivity transport equation by sum-expression may be derivegd,=—(V,o/0)-E (in the absence
ming the individual species transport equations B4) or of ion diffusion).
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X
~ A - J)E. 7
Joem= P, (Ck+=cCcr) (76)

The transport terms associated wih andB™ ions are neg-
ligible because of their much lower mobility. The direction
of conductivity transport due to electromigration is therefore
largely dictated by the sign dtx+—cq-)E.

Whether electromigration is destabilizing or not depends
on the ion configuration. In Fig. 18, we present two four-ion
systems which result in opposite signs(gf+—c¢-)E within
the low-conductivity region. Figure 18 is a destabilizing
case, while Fig. 1®) is a stabilizing case. For the system of
Fig. 18a), A* and K' ions in the high-conductivity region
electromigrate in the direction of the applied electric field
and accumulate in the region of net positive charge. Con-
versely, B~ and CT ions starting in the high-conductivity
region electromigrate in the opposite direction and accumu-
late in the region with net negative charge. A similar segre-
gation of ions occurs with the Kand Cf ions that start in
the low-conductivity region. These net charge regions then
generate a disturbance electric fi€ld directed from regions
of net positive to net negative charge. The result of both the
FIG. 18. Schematics of perturbed conductivity fields, net charge distribuferturbed and applied fields is that the local flux df ikns
tion, and direction of ion migration shown for two casds) High-  exceeds that of the Cions into regions op.<0, resulting
conduct?v?ty region cont_ai_ningA*, B-, K%, _and Cf ions and 'Iow- in a region where(cK+—cC|f)>O. For regions OfPe> 0,
conductivity region containing only Kand Cf ions. The concentration of . -

KCl is initially uniform throughout the system and the conductivity gradient (Cor-—Ck) > O As per EqUG)’ this results Ir.‘ a n_et transport
is formed byA* and B~ ions. This configuration results in stacking of the Of conductivity from regions of low conductivity into regions
conductivity field.(b) High conductivity containing K, CI", A", andB~ ions  of high perturbed conductivity. This results in a net increase

and a low-conductivity region containing ond/ andB~ ions. The concen- of local Conductivity gradientSreferred to here as “conduc-
tration of AB is initially uniform and the conductivity gradient is formed by

K* and CT ions. Here the initial configuration results in destacking of the UVItY Sta_Ck'ng) and can represent a significant destabilizing
conductivity field. mechanism.

In the system of Fig. 1®), electromigration leads to
lower conductivity gradients and stabilization. Here the KCI
forms the conductivity gradient ions and tiAd3 complex
) ) o . forms the background ions. In this configuratiotgg-
Next, we discuss th(_a role of ion accumulation in four-|on_CK+)>0 for regions ofp,<0 and (cx+—Cer) >0 for re-
MSEKI systems. We will consider the case whéxB ions g5 of, ~ 0. As per Eq/(76), this electromigration is now
have a mobility much smaller than those of KCl ions, but the, o nsiple for “destacking” the conductivity field. In other
general principles discussed here apply to all multi-ion SYSivords, the conductivity of regions of perturbed high-
tems. For a general multi-ion system, we can directly eXpreséonductivity decrease, while the conductivity of low-

the flux of ion conductivity due to electromigration as conductivity regions increase. Electromigration, in this in-

®)

- tance, enhances ion dispersion and is stabiligimgilar to
N X S '
Joem= 2 Pe GE. (79 diffusion).
J We can further demonstrate the stabilizing or destabiliz-
For our four-ion system, Eq75) becomes ing influence of electromigration in the MSEKI model by

TABLE II. Table of required conductivity ratiey for conditions ofE,=3.91E4 V/m, k=12, Re=0, such that
the growth rate isg=10.0 s*.

Case lons Vo ions Conductivity ratioy Terms neglected
1 A" andB~ A" andB~ 48.0 None
2 A*, B7, K*, and CI A" andB~ 1.05 None
3 K*and Cr K* and Cf 71.0 None
4 K*, CI", A", andB~ K* and Cr 120.0 None
5 A*, B7, K*, and Cr A* andB~ 48.0 Electromigration
6 K*, CI", A", andB~ K* and Cr 71.0 Electromigration
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considering several symmetric and asymmetric ion systems 1.25 :
Table Il shows the critical influence of electromigration on . ﬁiﬁ: K+ Cl-
instability dynamics. Six cases involving té¢, B~, K*, and L2t kel A
CI” ions are considered. The second and third columns list -+ K+ ,CI"A* B~ ,/
the ions considered and the conductivity-gradient-forming 115 | /
ions, respectively. So-called “background” ions are initially & /
present in uniform concentration, while “conductivity- < 11| )
gradient-forming ions” have an initial sharp spanwise con- % /
ductivity gradient. The fourth column lists the necessary 1057 S
spanwise conductivity gradient as predicted by a LSA analy- Pid
sis to achieve a growth rate s;=10.0 §* for an electric e ]
field strengthE,=3.91E4 V/m, wave number ok=12, and | e \—
Re=0. The fifth column lists any terms that were neglected 99 [ B
in the species conservation equation or E4).

For the two-ion SBE system composed Af, B~ ions 0.9 02 04 06 03 ]

(case 1, andy=48. However, for the same system with KCI

added as a background electrolytase 2, y sharply de- _ o _ _
creases to 1.05. This is a direct result of stacking of thé!C: 19- Normalized conductivity ratio as a function of time for cases 1-4
. . . . . of Table Il. Herey(t) denotes the maximum conductivity of the field divided
C_OndUC“V'ty field due tO _elec_tromlgratlon as per the dISCUS-by the minimum conductivity at any timee The first two ions listed in the
sion above. The stabilizing influence of destacking of theéegend correspond to the conductivity-gradient-forming ions. For the four-
conductivity field is seen in case 3. In this case, a SBE ofon cases, the last two ions are the background ions and have an initially
; S — 7 : uniform concentration throughout the channel. As expected, the conductivity
KCl ions reSUItS, iny=71; as compaied to KCI with added ratio decreases for th&" andB™ case(case 1 and the K and CI case(case
AB baCkgr(_Jund |on$_case 4 W.h.e.t‘G'y mcrease_s_to 120. Th? 3). For theA*, B~, K*, and CI case(case 2, the conductivity ratio increases
latter four-ion case is a stabilizing, conductivity destackingas a result of stacking due to electromigration. For the®", A*, andB~
situation. case(case 4, the conductivity ratio decreases at a faster rate than case 3,

We further note the importance of electromigration in iiglzto the enhanced ion dispersion caused by destacking of the conductivity
cases 5 and 6. In these last two calculations, electromigration

terms are neglected in the four-ion case system. The values

of y required for instability Correspond to those of the re- We have deveioped a muitipie-species model for predict-
spective SBE casegbased on the conductivity-gradient- ing the onset and dynamics of electrokinetically driven flow
forming ions. For these last two, oversimplifigde., incor-  instability. This more general MSEKI model relaxes the
rech cases, background ions bear no influence on instabilitygommon assumption of a symmetric, binary electrolyte, al-
and stability is determined solely by conductivity-gradient-|owing a theoretically arbitrary number of ions with differing
forming ions. thermophysical properties to be considered. This model re-
Lastly, we show calculations of the ion concentrationtains terms in the species conservation equations associated
fields, including the effects of electromigration stacking ofwith the electromigration of individual species and allows
conductivity. Figure 19 shows a plot of the relative increasefor EKI studies involving multiple species with differing
or decrease of the COﬂdUCtiVity ratio as a function of time a&hermophysicai properties such as diffusivity and m0b|||ty
predicted by nonlinear simulations for cases 1-4 listed in  The MSEKI model captures the significant influence of
Table Il. As expected the conductivity ratio increases withelectromigration on the transport of conductivity and the in-
time for case 2 and decreases for case 4. The conductivistability dynamics of non-SBE systerfi®., systems consist-
ratio also decreases for cases 1 and 3, but at a slower rate jag of three or more ions or binary systems with asymmetric
compared with case 4, due to the enhanced diffusion effect afansport properti@sUnlike SBE systems, where conductiv-
the destacking present. ity transport occurs through advection and diffusion alone, in
non-SBE systems the transport of conductivity occurs
through advection, diffusion, and electromigration of
charged species. As a result of electromigration, ions can
The potential advantages associated with using microflueither stack or destack causing conductivity gradients larger
idic devices to perform bioanalytical techniques are wellthan the initial conditior(base state thereby exerting either
documented and have earned these devices significant attem-destabilizing or stabilizing influence, respectively. This
tion since the early 1990s. Many of these devices use appliefdindamental instability mechanism captured by the MSEKI
electric fields to leverage electroosmosis and electrophoresimodel accounts for the large deviation between the threshold
for sample flow control and separation of ionic species. Theonditions predicted by the MSEKI and SBE models. For
exact chemistry of samples in these systems is often urninstance, comparisons between LSA results using the
known or poorly characterized, resulting in electrical con-MSEKI model and the SBE modelffor the case ofy
ductivity mismatches between the sample and the back=1.05 show an onset of instability occurring at field
ground buffer or electrolyte. These conductivity gradients instrengths nearly two orders of magnitude lower for the
the presence of applied electric fields can lead to electrokiMSEKI model, which is in good agreement with the low-
netic instabilities which create significant sample dispersionconductivity ratio, multi-ion experiments presented here. The

t[s]

X. CONCLUSIONS
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